
L23 Conditional tests with one-sided Ha

1. Conditional tests with one-sided Ha.

(1) α-level UMP with one-sided Ha.

Recall: if θ1 < θ2 =⇒ f(x; θ2)
f(x; θ1)

is an increasing function of T (X), then

For H0 : θ ≤ θ0 versus Ha : θ > θ0

ϕ(T ) =


1 T > c
r T = c
0 T < c

with Eθ0 [ϕ(T )] = α

is α-level UMP

For H0 : θ ≥ θ0 versus Ha : θ < θ0

ϕ(T ) =


1 T < c
r T = c
0 T > c

with Eθ0 [ϕ(T )] = α

is α-level UMP

(2) Nuisance parameter
f(x; θ, τ) = g1(θ, τ)g2(x) e

r(θ)t(x) eτs(x) where r(θ) is an increasing function of θ.
Then T (X) is sufficient and complete for θ and S(X) is sufficient and complete for τ .

By 1-1 mapping y = y(x) =

 t
s
y∗

 ⇐⇒ x = x(y) with J(t, s, , y∗) = abs
∣∣∣∂ x
∂ y

∣∣∣,
fY (t, s, y∗; θ, τ) = g1(θ, τ)g2(t, s, y∗) e

r(θ)t eτsJ(t, s, y∗). So
f(T, S)(t, s; θ, τ) = g1(θ, τ)e

r(θ)teτsh(t, s), fT (t; θ, τ) = g1(θ, τ)e
r(θ)tht(t, τ),

fS(s; θ, τ) = g1(θ, τ)e
τshs(s, θ) and fT |S(t; θ, s) = er(θ)t h(t, s)

hs(s, θ)
.

Thus when θ1 < θ2,

f(X; θ2, τ)

f(X; θ1, τ)
=

g1(θ2, τ)

g1(θ1, τ)
e[r(θ2)−r(θ1)]T (X) =

fT (T ; θ2, τ)

fT (T ; θ1, τ)

is an increasing function of T (X) for all τ ; and

fT |S(t; θ2, s)

fT |S(t; θ1, s)
= e[r(θ2)−r(θ1)]T (X) hs(s θ1)

hs(s, θ2)

is an increasing function of T (X) for all S.

(3) Conditional tests one-sided Ha.
With f(x; θ, τ) in (2)

For H0 : θ ≤ θ0 versus Ha : θ > θ0

ϕ(T ) =


1 T > c
r T = c
0 T < c

with Eθ0 [ϕ(T )|S] = α

is conditional α-level UMP

For H0 : θ ≥ θ0 versus Ha : θ < θ0

ϕ(T ) =


1 T < c
r T = c
0 T > c

with Eθ0 [ϕ(T )|S] = α

is conditional α-level UMP
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2. Statistics other than T

(1) U = U(T, S)

If U = U(T, S) is an increasing function of T for all S, then
fT |S(t; θ2,s)

fT |S(t; θ, s)
is an increasing

function of T for all S. Thus

For H0 : θ ≤ θ0 versus Ha : θ > θ0

ϕ(U) =


1 U > c
r U = c
0 U < c

with Eθ0 [ϕ(U)|S] = α

is conditional α-level UMP

For H0 : θ ≥ θ0 versus Ha : θ < θ0

ϕ(U) =


1 U < c
r U = c
0 U > c

with Eθ0 [ϕ(U)|S] = α

is conditional α-level UMP

(2) Selecting U = U(T, S)
Suppose the distribution of U selected in (1) is free of τ when θ = θ0, i.e., U is ancillary
for τ when θ = θ0. But S is sufficient and complete for τ . By Basu theorem, U and
S are independent when θ = θ0. Hence the conditional distribution of U given S is
the distribution of U when θ = θ0. Thus the condition on the tests in (1) becomes
Eθ0 [ϕ(U)] = α. Clearly there is no conditional distribution involved and hence the tests
are α-level UMP tests.

Ex1: For N(µ, σ2) with θ = µ
σ2 and τ = σ2,

H0 : µ ≤ 0 vs Ha : µ > 0 ⇐⇒ H0 : θ ≤ 0 vs Ha : θ > 0.

Recall: T =
∑

Xi is sufficient and complete for θ and S =
∑

X2
i is sufficient and

complete for τ .
Let U = T/n√

(S−T 2/n)/n(n−1)
. Then U is an increasing function of T for all S, and

U
θ=0∼ t(n− 1). Hence in

ϕ(U) =

{
1 U > c
0 U ≤ c

α = Eθ=0[ϕ(U)] = Pθ=0(U > c) = P (t(n− 1) > c) =⇒ c = tα(n− 1). Therefore
H0 : µ ≤ 0 vs Ha : µ > 0

Test statistic: U = X√
s2/n

Reject H0 if U > tα(n− 1)

is α-level conditional UMP test
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L24 Conditional test with two-sided Ha

1. Conditional test with two-sided Ha

(1) α-level UMP with two-sided Ha

Recall: Under f(x; θ) = exp [p(θ) + q(x) + r(θ)T (x)] for

H0 : θ = θ0 versus Ha : θ ̸= θ0

ϕ(T ) =


1 T < c1 or T > c2
ri T = ci, i = 1, 2
0 c1 < T < c2

with Eθ0 [ϕ(T )] = α and Eθ0 [Tϕ(T )] = αEθ0(T )

is α-level UMP.

(2) Nuisance parameter
Now assume f(x; θ, τ) = exp [p(θ, τ) + q(x) + r(θ)T (x) + h(τ)S(x)].
Rewrite f(x; θ, τ) = exp [p(θ, τ) + q∗(τ, x) + r(θ)T (x)] and regard θ as parameter of
interest only. By (1) for the H0 and Ha there is

ϕ(T ) =


1 T < c1 or T > c2
ri T = ci, i = 1, 2
0 c1 < T < c2

with Eθ0 [ϕ(T )] = α and Eθ0 [Tϕ(T )] = αEθ0(T )

However Eθ0 [ϕ(T )], Eθ0 [Tϕ(T )] and Eθ0(T ) depend on nuisance parameter τ that needs
to be “removed”.

(3) Conditional test
Replace the distribution of T under θ = θ0 by the conditional distribution of T given
S under θ = θ0. Because S is sufficient for τ , the nuisance parameter is successfully
“removed”. We therefore obtain conditional α-level UMP.

ϕ(T ) =


1 T < c1 or T > c2
ri T = ci, i = 1, 2
0 c1 < T < c2

with Eθ0 [ϕ(T )|S] = α and Eθ0 [Tϕ(T )|S] = αEθ0(T |S)

2. Simplification

(1) Using U = U(T, S)
If U = U(T, S) is an increasing function of T for all S, then there exist c1(S) and c2(S)
such that 

T < c1 or T > c2
T = ci, i = 1, 2
c1 < T < c2

⇐⇒


U < c1(S) or U > c2(S)
U = ci(S), i = 1, 2
c1(S) < U < c2(S)

So the conditional test can be written as

ϕ(U) =


1 U < c1(S) or U > c2(S)
ri U = ci(S), i = 1, 2
0 c1(S) < U < c2(S)

with Eθ0 [ϕ(U)|S] = α and Eθ0 [Uϕ(U)|S] = αEθ0(U |S)
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Comments: Clearly we now have many options when selecting U .
In ϕ(U), ci(S) can still be written as ci since when determining ci by Eθ0 [ϕ(U)|S] = α
and Eθ0 [Uϕ(U)|S] = αEθ0(U |S), ci will be ci(S).

(2) A special U
If the distribution of U under θ = θ0 is free of τ , then U is ancillary for τ under θ = θ0.
But S is sufficient and complete for τ . By Basu Theorem, the distributions of U and S
under θ = θ0 are independent. Hence the conditional distribution of U given S is the
distribution of U when θ = θ0. Thus the test becomes

ϕ(U) =


1 U < c1 or U > c2
ri U = ci, i = 1, 2
0 c1 < U < c2

with Eθ0 [ϕ(U)] = α and Eθ0 [Uϕ(U)] = αEθ0(U).

There is no conditional distribution involved and hence ϕ(U) is an α-level UMP.

3. An example

(1) The problem
Test H0 : µ = µ0 versus Ha : µ ̸= µ0 where µ is in N(µ, σ2).

(2) Analysis
Let θ = µ−µ0

σ2 and τ = σ2. Then the hypotheses become

H0 : θ = 0 versus Ha : θ ̸= 0

Let T =
∑

(Xi − µ0) and S =
∑

(Xi − µ0)
2. Then

f(x; θ, τ) = exp

[
−n

2
ln(2πτ)− n

2
θ2τ − θT − 1

2τ
S

]
.

Let U = T/n√
(S−T 2/n)/n(n−1)

. Then U is an increasing function of T for all S.

But U = X−µ0√
s2x/n

θ=0∼ t(n− 1). So ϕ(U) =

{
1 U < c1 or U > c2
0 c1 < U < c2

.

Note that Eθ=0[Uϕ(U)] = αEθ=0(U) = 0 =⇒ c1 = −c2
def
== c.

So α = Eθ=0[Uϕ(U)] =⇒ c = tα/2(n− 1).

(3) Conclusion

H0 : µ = µ0 versus Ha : µ ̸= µ0

Test statistic U = X−µ0√
s2x/n

Reject H0 if U < −tα/2(n− 1) or U > tα/2(n− 1)

is α-level UMP.

4


